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We present a method for automatic computation of infrared (IR) intensities using parallel variational
multiple window configuration interaction wave functions (P_VMWCI, algorithm). Inclusion of
both mechanical and electrical anharmonic effects permits fundamental vibrational frequencies,
including combinations and overtones, to be assigned. We use these developments to interpret the
near-IR (NIR) and mid-IR (MIR) spectra of individual water clusters (H20), (n=1-4). Cyclic and
linear systems are studied to provide equivalent reference theoretical data to investigate the structure
of water as a function of density using NIR and MIR experimental spectra. Various density
functional theory methods for generating the potential energy surface have been compared to
reference results obtained at the CCSD(T) level [X. Huang er al., J. Chem. Phys. 128, 034312
(2008)]. For cyclic clusters, the IR intensities and frequencies obtained using BILYP/cc-pVTZ are
found to be in very good agreement with the available experimental values and of the same orders
of magnitude as the reference theoretical values. These data are completed by the vibrational study

of linear systems. © 2010 American Institute of Physics. [doi:10.1063/1.3457482]

I. INTRODUCTION

During the past decade, there has been an increasing
interest in the study of the structure and dynamics of water at
high temperatures and pressures, in particular in the super-
critical domain. The usefulness of supercritical water is re-
lated to the drastic change in its thermochemical properties
as a solvent from those at ambient conditions.'™ It is now
well established that hydrogen bonds persist above the criti-
cal temperature and that the individual molecules remain
bonded in small molecular clusters. Quantitative studies of
the size and the structure of such clusters are important in
order to fully understand the properties of supercritical water.
Numerous experimental and theoretical investigations have
been devoted to the study of supercritical water structure and
dynamics.4_9 Among the various approaches, near infrared
(NIR) and mid-IR (MIR) vibrational spectroscopies are pow-
erful methods to investigate the structure of water as a func-
tion of density due to the considerable sensitivity of OH
stretching frequencies to hydrogen bonding.6’10 Spectra re-
sulting from these vibrational regions are believed to reflect
not only the local structures of the clusters but also their
relative concentration. Therefore, the quantitative analysis of
such spectral database on a decomposition into the spectral
components corresponding to the various water clusters
present will allow a determination of their relative concen-
tration. It is important to note that only quantum-chemistry
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calculations permit a simultaneous assignment of the various
clusters while having accurate access to the vibrational spec-
tra of the individual clusters.'' In the MIR and NIR regions,
these calculations must include anharmonic corrections to
simulate fundamental vibrational frequencies as well as com-
bination and overtone flrequencies.12 Moreover, the knowl-
edge of the related intensities''* should constitute precious
additional information: it allows to confirm some experimen-
tal attributions for nonfundamental bands and to interpret
quantitatively the experimental data. However, the calcula-
tion of vibrational intensities' for the overtones and combi-
nations needs the breakdown of the double-harmonic ap-
proximation which implies the determination of both
anharmonic potential energy surface (PES) and dipole mo-
ment function beyond the first order. As a consequence, few
automated methods have been developed. One standard ap-
proach, which is based on the treatment of the anharmonicity
correction as a perturbation of the harmonic Hamiltonian,
permits a calculation of the IR intensities of only the funda-
mental frequencies. Other methods such as the parallel vibra-
tional multiple window configuration interaction (P_VM-
WCI) (Ref. 16) or vibrational mean field configuration
interaction'®'” or vibrational coupled cluster (VCC) theory18
variationally treat the vibrational Hamiltonian'’ in a finite
space of selected vibrational configurations. These methods
have proven to be efficient for the prediction of vibrational
frequencies of medium size molecules. Recently, the calcu-
lation of IR intensities from P_VMWCI vibrational wave
functions has been implemented in the parallel computer
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code? P_ANHARM_v2.0.%! Our objective is to use these devel-
opments to interpret the NIR and MIR spectra of water and
in particular in the supercritical phase. In the first step, we
managed to reproduce the vibrational properties of small wa-
ter clusters to check the validity of our approach on these
systems. In this first double-paper we focus on the most
stable conformations of (H,0), on the two different type-
phase (supercritical and gas phases) clusters for n=2-4
where experimental data are available. In the vast majority of
cases, only gas-phase clusters are studied. Beyond the dimer
with a single hydrogen bond (see, for example, Ref. 22),
these systems are cyclic with the basic structural unit being a
single-proton donor and a single-proton acceptor water mol-
ecule (see, for example, Ref. 23). In a second paper, we will
use these results to interpret qualitatively the evolution of
both the MIR and NIR spectra of supercritical water as a
function of the density. We will show that a full interpreta-
tion of these spectra requires the introduction of linear con-
formations.

This paper is organized as follows. In Sec. II, we detail
the theory of IR intensity calculation in the context of the
P_VMWCI, method. In Sec. III, methodological consider-
ations (such as basis sets and electronic structure methods)
are discussed. This analysis, based on geometry optimiza-
tions and (an)harmonic frequencies, allows a determination
of the more efficient computational conditions for the poten-
tial surface and with respect to the P_VMWCI, method. In
Sec. IV, we report the nomenclature used in this work. The
main results are discussed in Sec. V.

Il. METHODOLOGY

Ab initio determination of vibrational intensities requires
calculating the transition matrix elements of the dipole mo-
ment between the initial and final vibrational states. A com-
mon starting point for most ab initio methods is the standard
separation of electronic and nuclear motions within the
framework of the Born—Oppenheimer approximation. As a
consequence, the total wave function is written as a product
of nuclear and electronic functions, the nuclear motion being
determined by the potential electronic energy. The nuclear
part describes both the rotation and vibration of the molecu-
lar system. The calculated transition intensity between the
initial W} and final W{ vibrational states can then be ex-
pressed (in km mol~!) as

L= ﬂﬂ&‘l’ﬂu(Q)W?)Z(Ni -Np, (1)
3hcey

where M(Q):(\I’g ,u,|\I’§> is the dipole moment as a function
of the nuclear coordinates Q, ‘I’; being the electronic ground
state. 7 is the frequency of the transition (in cm™'). The
factor (N;—Nj) is the difference in the number of molecules
between the initial and final states calculated assuming a
Boltzmann distribution and thus depends on temperature. For
the low-frequency modes, the temperature effect may be
relatively important. We have inserted the usual physical
constants in the first term (c is the speed of light; &, the
permittivity of vacuum; h, the Planck’s constant; and N,, the
Avogadro’s constant).
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At the moment, the well-established post-Hartree—Fock
(configuration interaction or coupled cluster) or density func-
tional theory (DFT) methods enable accurate calculations of
the electronic structure. The majority of the electronic struc-
ture packages perform routinely the calculations of the fun-
damental vibrational harmonic frequencies by diagonalizing
the matrix of second derivatives of energy with respect to the
nuclear coordinates. The related IR intensities are then cal-
culated within the so-called double harmonic approximation
in which the vibrational wave function is represented by a
product of the harmonic-oscillator functions and the dipole
moment function as a linear function of normal coordinates.
The intensity of the sth fundamental mode described by the
Q, normal coordinate is given by

N u \?
= (—“) =974.892u>, (2)
12¢7gy\ dQ;/

where pu =(du/dQg)y (Where the index O indicates the equi-
librium geometry) is expressed in e u™!"> (with “u” the uni-
fied atomic mass unit and “e” the elementary charge) and I
in km mol™".

However, the presence of overtones and combinations in
the IR spectra is a manifestation of the breakdown of the
double-harmonic approximation. The treatment of transition
energies and probabilities requires consideration of both me-
chanical anharmonicity (anharmonicity of the potential) and
nonlinear dependence of the dipole moment on the normal
coordinates (electrical anharmonicity), since both effects are
expected to increase the accuracy of the vibrational calcula-
tions.

The approach developed here to compute the vibrational
spectrum consists of four steps: (i) geometry optimization;
(ii) calculation of harmonic, cubic, and quartic force con-
stants in the basis of curvilinear coordinates at the optimum
geometry; (iii) calculation of the harmonic vibrational modes
by employing the Wilson method to obtain the vibrational
equation in terms of reduced normal coordinates Qg; and (iv)
application of the variational treatment to solve the vibra-
tional equation.

The harmonic, cubic, and quartic force fields were set up
from a least-squares fit performed to energies on a grid of
points described in terms of curvilinear coordinates (bond
and angle displacements). Corresponding to the standard
rovibrational separation of the nuclear motions within the
framework of the Eckart’s conditions, the quantum vibra-
tional part of the nuclear Hamiltonian is written in the basis
of curvilinear coordinates s, and their conjugate moments

Ps,»
1
H=22 gi(9)pgpy + V), (3)
L

where g;; is the element of the G matrix described by Wilson
et al.

As is usually done for the potential function V(s), the
kinetic part of the Hamiltonian can be written as a Taylor
expansion in terms of the curvilinear displacement coordi-
nates set,
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1 1
T= 52 gij(O)Psist + 52 8ijkPs;SkPs,
i ik

1
+=> iijkPs.SiSkPs. » (4)
2 i,j,k i i
with

1
gij(s) = g;;(0) + > ZijkSk + 52 ZijkSkS1+
K kil

gijk = (‘;_gu) and gijk1 = (ﬁ]_) .
Sk/0 dsds1/ g
The anharmonic part of the potential includes all the three
and four-body terms. In our calculations, both the kinetic and
the potential parts of the vibrational Hamiltonian are ex-
pressed in the basis of reduced normal coordinates Q, and
conjugated momenta operators P..
The dimensionless normal modes are obtained by solv-
ing the classical Wilson equation,

FGL=LA.

The diagonal terms of the A matrix are the squares of the
harmonic frequencies w,. The dimensionless normal coordi-
nates Q are deduced from the curvilinear coordinates s by the
transformation,

Q - (A+1/4L_1)S.

The anharmonic vibrational wave functions W and Wy} are
expanded as linear combinations of products of harmonic
oscillators, each containing a single normal coordinate Q,
and defined by a single quantum number vy,

\Ilf = E Cin|2 Vsnws>7
n S

\I’F = E Cfm|2 Vrmwr>’

where the harmonic configurations are indicated by the har-
monic frequency (frequencies) w, with nonvanishing quan-
tum number(s) in the product. For example, |w,+w,) is the
configuration in which all quantum numbers are equal to
zero, except vy=1 and v, =1.

The P_VMWCI algorithm is used to solve the vibra-
tional equation. This method generates several vibrational
configuration spaces starting from different spectral “win-
dows.” For each window, the related Hamiltonian represen-
tation is built while accounting for symmetry considerations.
The matrix diagonalization is based on the Bloch—Davidson
algorithm. An iterative process builds each variational sub-
space including all of the harmonic configurations, each of
which corresponds to the specific spectral window. Several
studies on medium size molecules showed the performance
of this method for the calculation of the vibrational frequen-
cies.

On the other hand the dipole moment u can be expanded
as a power series of the normal coordinates Q,

J. Chem. Phys. 133, 034102 (2010)
1
u=uo+2u5Qs+52 PaQuQr+ -+, (5)
S ts,r

where u =(u/dQ)y and wy=(Fu/dQ dQ,),. Here the
couplings between three and more normal modes are ne-
glected. Other works in both normal and local mode approxi-
mations were previously developped.ls’25 All the approxima-
tions were shown to work reasonably for both isolated and
weakly bound van der Waals complexes containing water.
Evaluation of the Cartesian components of the dipole mo-
ment derivatives with respect to the normal coordinates re-
quires definition of (3N-6) vibrational coordinates, which
may be orthogonal to the six pure rotational and translational
coordinates. So the Eckart conditions are satisfied and the
rototranslational and vibrational kinetic contributions vanish.

The development of the dipole moment in Eq. (5) leads
to the following expression of the transition moments:

1

+2 Msr<‘I’iV|QsQr|‘l’fV~>] : (6)
r>8

The first term I§f1)=ESMS<‘I’iV|QS|‘I’¥) mainly traduces the ef-
fect of the mechanical anharmonicity on the transition mo-
ment, i.e., the intensity redistribution from the fundamental
modes to the overtones or combination transitions via the
development of the final state on the monoexcited configu-
rations |w,). The only nonvanishing terms in Iffl ) imply two
harmonic configurations differing only by one vibration
quantum number (i.e., Avi=v,—v¢,=1 and for t#s, Av,
=0, i.e., V(u=Vim)s

<Vsnws + E thwt|Qs|(Vsn + 1)ws + 2 Vmwt>

t#s t#s
Vsn+1 12
= , (7)
27,

where y,=4mcw,/h with o, in cm™.

The terms developed on the second derivatives of the
molecular dipole moment with respect to the normal coordi-
nates include the effect of electrical anharmonicity which
contributes to the intensities of binary overtones [2v,) or
combinations |v+v,) via u(0]Q22v,) and uy(0]Q.Q,/¥,
+v,), respectively. Both mechanical anharmonicity and non-
linear dependence of the dipole moment are expected to con-
tribute to the intensities of nonfundamental bands in the
same order. The transition moments (W}|QZ|W}) are devel-
oped on the nonvanishing integrals,

2
<Vsnws + 2 thwt|Qs |(Vsn + 2)(‘)5 + E thwt>
t#s t#s

[(vg, + Dy, +2)]"?

B 2%, ' ®
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1 1
<Vsnws + 2 thwt|Q§|Vsnws + 2 thwt> = ;(Vsn + _> i
S

t#s t#s 2
©)

where the two harmonic configurations are either the same
[Eq. (9)] or differ by one vibration quantum number [Eq. (8)]
(i.e., Avi=vy,—vy,=2 and for s #t, Av,=0, i.e., V(= Vyn)-

Moreover, (W}|Q,Q,|W}) requires the calculations of
terms such as

<Vsnws + Vin®r + E Vmwt|QsQr|(Vsn + l)ws + (Vm + l)wr

t#s
t#r
Vsu+1 2 Vrn+1 172
+ 2 Vin@y) = ( ) > (10)
t#s 275 27r
t#r

where the two harmonic configurations differ only by two
vibration quantum numbers (i.e., Av{=vy,— V=1, Av,=v,,
—v,m=1, and for t#s#r, Av,=0, i.e., V(,= V)

lll. COMPUTATIONAL DETAILS

It is nowadays accepted that theoretical calculations can
complement the knowledge of experimentalists. Theoretical
chemists have proven to provide highly accurate results for
small molecules, demonstrating the potential of calculations
as key tools for the prediction and understanding of, for ex-
ample, spectroscopic properties of medium size molecules.

Since the development of the classical double harmonic
approximation, much progresses have been made very re-
cently for the category of methods that add anharmonic cor-
rections to the conventional normal mode methods. Several
reasons may be given to explain such a situation on medium
size molecules with numerous Fermi and Coriolis reso-
nances. As stated above, handling all these interactions is
virtually impossible with the only feasible method available
at present, i.e., the perturbational approach, as was developed
10 years ago. Moreover, the required development of data
processing for the description of these interactions by varia-
tional methods was only achieved in the mid-1990s. Nowa-
days, owing to efficient methods based on both perturba-
tional and variational optimized concepts [namely, for
example, perturbational theory (PT2),°™* canonical Van
Vleck perturbational the01ry,30’31 vibrational self-consistent
field (VSCF),'%%* correlation-corrected vibrational self-
consistent field (cc-VSCF),” partially separable vibrational
self-consistent ﬁeld,36 pseudospectral calculations,37 varia-
tional configuration interaction (VCI) theory,sg*41 variation-
perturbation theory,‘u’45 vibrational coupled cluster
(VCC),***" and parallel direct variation (PDV) (Ref. 20)],
the average accuracy of current calculations on these small
organic systems is between 1 and 5 cm™' for stretching and
bending bands and around 10—20 c¢cm™! for motions of larger
amplitudes involving light atoms. This accuracy primarily
depends on both the quality and the analytical form chosen
for developing force fields. The limitations related to reso-
lution of the vibrational Schrodinger equation are mainly
technologic. For medium size-systems like small water clus-

J. Chem. Phys. 133, 034102 (2010)

ters, these limitations are now being overcome by develop-
ments including highly parallelized software. We can there-
fore conclude that these approaches are exact for systems not
exceeding 15 atoms and for a given force field.

However, these progresses on the wavenumber determi-
nation are not enough for fine vibrational assignments. Infor-
mation on activities are needed but are rare for the methods
listed just above. Among the pioneer developments in this
area, let us cite methods that are based on a reduced Hamil-
tonian local mode approach (HCAO) in which the modes are
inherently anharmonic. Complete references are available in
Ref. 48 where differences between the two local and nonlo-
cal, more or less automatic methods and accuracies, are pre-
sented. Kjaergaard’s works are referenced in this field spe-
cially for the water cluster’s studies,'+2>48-50

Anyway, for both approaches and for the frequency and
intensity determinations, the main difficulty lies in the choice
of the potential function model and in the accuracy of the
calculated force constants. Today, these aspects are crucial
for the study of the smallest systems because they directly
affect the quality of the interpretation of experimental data.
Let us cite again some computational references where theo-
reticians are now able to assess enough accurate models (see,
for example, Refs. 51-58) in order to assign spectra and very
accurately produce parameters pertaining to the far infrared
characteristics. However, an attentive reading of these works
shows how the PES determinations are not routine for the
water clusters. The procedure finally adopted in this study is
presented just below.

All harmonic calculations were performed with the MOL-
PRO (Ref. 59) and the GAUSSIAN 09 (Ref. 60) packages using
various functionals, i.e., PBE, BILYP, B3LYP methods (see
Ref. 61 for complements). It is important to note here that
the recently full-dimensional global CCSD(T)/aug-cc-pVTZ
PES reported by Bowman and co-workers®*® serves as a
reference for our calculations on the stablest cyclic clusters
in the gas phase. Additional ab initio calculations were also
performed at both the MP2 and CCSD(T) levels of theory.
As these last approaches are very time consuming, additional
calculations based on the additivity of DFT anharmonic cor-
rections to CCSD(T) harmonic force field were performed in
this study to reduce the computational cost.®4% They were
carried out with the use of the FORCE software™ in order to
determine hybrid CC//DFT PES as developed elsewhere.®’
Finally, ab initio calculations needed for the PES determina-
tions were carried out by using (i) the recommended double
zeta basis set of Pople68 6-31+G™ (ii) or Dunning correla-
tion consistent pVTZ (X=D, T, or Q) Cartesian basis set
family.”” Additional diffuse functions (aug-) were added in
order to better describe the electronic delocalization of each
cluster. Counterpoise (CP) estimates of the basis set super-
position error (BSSE) in the evaluation of stabilization ener-
gies have been calculated for basis sets ranging from mini-
mal to split-valence plus polarization quality. A complete
description of the CP correction adapted to the methodolo-
gies used in the present work is well detailed in Ref. 70.

All anharmonic frequencies were calculated taking into
account the most relevant vibrational interactions. First, as
mentioned by Wang er al. 5 (H,0),, clusters are very floppy
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complexes. The poor rectilinear description of the lowest fre-
quency librations obtained with the use of quadratic standard
PES artificially increases the coupling between those modes
and the high frequency intramolecular ones studied. So,
these libration modes were systematically disconnected from
the monomers’ vibrational ones in our PES fits. Second, in
order to test the suitability of the polynomial PES form, ex-
act vibrational levels were also benchmarked by a discrete
variable representation (DVR) calculation by using ab initio
calculations at all DVR points on H,O system.ﬂ’73 Third,
anharmonic frequencies were calculated from the quartic
force fields including fifth and sixth diagonal orders obtained
for all systems using the variational vibrational treatment
developed in the first version of the P_ANHAR software. This
approach consists of taking an inventory of the vibrational
configurations potentially needed for the description of the
problem on the basis of the potential term values, taking into
account the symmetry of each state and cutting the process
into several spectral windows which are dealt within inde-
pendent processes. The major advantage of this algorithm
lies in its ability to provide, in several spectral ranges,
smaller matrices that contain all the information needed,
which makes the execution faster while being perfectly
adapted to parallel calculations. For each symmetry, subma-
trices including 20 000-30 000 configurations are diagonal-
ized in order to obtain about 50 converged eigenvalues with
an accuracy of 1 cm~!. For details on the method, see Ref.
16. Based on the same procedure and in agreement with the
methodology presented in the previous paragraph (i.e., cal-
culations where the contribution of the second order deriva-
tives of dipole moment in terms of normal coordinates is less
important than those of the mechanical anharmonicity), IR
intensities were also computed in the 1500-1700, 3000-
3600, 5000-5900, and 6300—7500 cm™! regions in order to
complement the vibrational analysis. The variational treat-
ment, namely, P_VMWCI, (parallel_variational multiple
windows configuration of interaction-intensities), is now
implemented in the last version of the P_ANHAR_V2.0
software. >’ Finally, together with the anharmonic part of the
force field, the second order Coriolis couplings were also
taken into account.

When all these conditions are combined, overtones,
combinations, and fundamental bands are generally com-
puted with an overall root-mean-square deviation of 1% with
respect to the experimental values leading to a good confi-
dence in our theoretical analysis.

IV. NOMENCLATURE

The vibrational terminology employed in this work is
what has been commonly adopted in the previous studies of
cyclic water clusters63, i.e., “u” for “up,” “d” for “down,” “p”
for “plane,” b for “bisector.” Molecules with the hydrogen
atoms involved in hydrogen bonding are referred to as “do-
nors,” or otherwise, “acceptors,” if their hydrogen atoms are
not involved in this type of interaction. Furthermore, the hy-
drogen atoms involved in hydrogen bonding are tagged as
“linked” (“L”), and otherwise, “free” or “libre” (“I”). Re-
garding the cyclic aggregates, the position of each hydrogen

J. Chem. Phys. 133, 034102 (2010)

atom is defined relative to the plane of the hydrogen bonds
(as all of the hydrogen bonds, between each pair of mono-
mers, together form more or less a two-dimensional cycle in
a cyclic aggregate). For example, the position “u” indicates
the hydrogen atom to be “up” above the plane (see Fig. 1).

V. RESULTS AND DISCUSSION
A. Structures

We report about the most probable structures present in
water under different thermodynamic states (supercritical
fluid and gas), i.e., small water clusters of ring- and linear-
like structure. Two experimental and theoretical consider-
ations are the cause of the systems we have studied. (i) With
the use of a hybrid hydrogen-bonding criterion applied to the
analysis of Monte Carlo computer simulation approach,
Kalinichev and Churakov’*”” found that up to 10% of water
molecules constitute H-bonded clusters even in low density
supercritical water and the maximum size of such molecular
complexes formed may contain as many as seven molecules
per cluster under these conditions. By studying the relative
abundance, geometric and energetic characteristics of all the
topological conformations for each possible clusters, Kalin-
ichev et al. showed that the open chainlike clusters are pref-
erentially formed in supercritical water, while cyclic ringlike
structures occur only rarely. (i) In contrast, in gas phase
under normal temperature and pressure conditions, it is now
well established that the most stable structures for aggregates
are of cyclic form’®% (see Fig. 1).

Listed in Table I are the published results from the lit-
erature concerning the absolute minimum of each cyclic ag-
gregate (n=2-4). We invite the reader to consult publica-
tions by Leforestier et al.,52’55 Xantheas et al.,53’56 Taketsugu
and Wales,51 Bukowski et al.,54 and Bowman et al.?>® for all
energy and structural data at global minima. Also listed in
Table I are the main results we have produced on linear
structures of water clusters. As shown in this table, our
BI1LYP/cc-pVTZ calculations are in good agreement with
experimental results as well as the values computed by Bow-
man et al. at the CCSD(T)/aug-cc-pVTZ level of theory
[noted CCSD(T)/avtz] for cyclic clusters. The contribution to
energy due to each hydrogen bond varies from —3.77 to
—6.14 kcal/mol for these aggregates considered in this work.
The predicted contribution of energy at —6.14 kcal/mol per
hydrogen bond as proposed for large aggregates, i.e., tet-
ramer, in our calculations, compares favorably with the ex-
perimental value of —6,7 kcal/mol in ice. Note that the ob-
tained values are highly dependent on the BSSE correction,
and a calculation without including this correction would
strongly overestimated the energy of H-bond.”*” All the
structural parameters we obtained for the most stable forms
are naturally in agreement with Clementi’s work®” which to-
day seems to be the most complete in modeling water clus-
ters with DFT methods. For the linear systems, however, we
have not found any either computational or experimental ref-
erences, other than those by Kalinichev.”*”
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FIG. 1. Structures and labels (defined in the text) of the
B. Vibrations

Neutral H,O clusters are among the most challenging of
small molecules to study. Nonetheless, their vibrational spec-
tra are only partially known today. It is probably a close
association between spectroscopy and theoretical calcula-
tions that can prompt such studies.® "

low-energy linear and cyclic conformers of (H,O).

1. Harmonic data

We would proceed to double check the applicability of
the calculation conditions at B1LYP/(aug)-cc-pVTZ level
based on the harmonic results (see Tables IT and IIT and Figs.
2 and 3) for the determination of the vibration frequencies as

TABLE 1. Water molecule and water clusters. BILYP/cc-pVTZ binding energies corrected for ZPE and BSSE contributions, distances (angstroms), and angles

(degrees). The values between brackets relate to the experimental data.

H,0 (H,0), Cyclic (H,0)5 Linear (H,0)5 Cyclic (H,0),4 Linear (H,0),4
D, (kcal/mol) -3.18 —-13.21 -5.10 —24.58 -9.63
[-3.6+05]*°
—3.53" —3.09° —12.71° —24.18° —26.82¢
—5.18% —2.98° —10.88° —15.90"
do o (A) 0.96 2.92 2.79(2) 2.97(2) 2.74 2.795-2.887
[0.9572]¢" [2.98]° [2.94-2.97T 2.90' 2.737-2.730° 2.91'
2.90° 2.92) 2.91°2.79' 2.81
Suion) (deg) 104.6 104.8-105.5 105.6-105.7 105.4-106.2 104.9-106.0
[104.52]" 105.0-105.4° 105.8-106.2°
104.2°
Suion) (deg) 173.1 151.0-152.7 106.1 162.7 106.0
[174+20] ¥ 150.0-151.9° 168.1-168.7°
173.8° 171.7° 148.6-151.3°

“Reference 81 (v=0).
"DFT-PP gradient corrected density functional: Ref. 82.

Reference 84.
h o
do (A).

“MP2/aug-cc-pVTZ, Ref. 83.

dAE (TTM3-F potential), Ref. 56.
°CCSD(T)/aug-cc-pVTZ (avtz), Ref. 62.
de,H value for the monomer.

'MD, Refs. 75 and 83.
IMP2/6-311++G(3d,3p), Ref. 85.
¥Reference 86.
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TABLE II. Calculated harmonic frequencies of the cyclic trimer (H,0);. The values between brackets relate to the difference between the CCSD(T)/avtz

Bowman'’s reference values (Ref. 82) and other levels of theories.

Mode BILYP/cc-pVTZ BILYP/aug-cc-pVTZ B3LYP/cc-pVTZ MP2/cc-pVTZ CCSD(T)/avtz* PES(1,2,3)° cc-VSCF°
2 1661(+4) 1645(—12) 1653(—4) 1667(+10) 1657 1659(+2) 1635(—22)
12 1668(+8) 1647(—13) 1659(—1) 1672(+12) 1660 1663(+3) 1639(—21)
V3 1683(+1) 1670(—12) 1675(—7) 1692(+10) 1682 1687(+5) 1671(—11)
vy 3541(—66) 3571(—36) 3495(—112) 3579(—28) 3607 3629(+22) 3658(+51)
vs 3615(—48) 3628(—35) 3575(—88) 3659(—4) 3663 3658(—5) 3717(+54)
Vg 3621(—50) 3838(—33) 3581(—90) 3665(—6) 3671 3667(—4) 3726(+55)
Iz 3883(+1) 3883(+1) 3862(—20) 3922(+40) 3882 3880(—2) 3972(+90)
Vg 3886(+1) 3887(0) 3865(—22) 3926(+39) 3887 3886(—1) 3974(+87)
vy 3888(+1) 3890(+3) 3867(—20) 3928(+41) 3887 3888(+1) 3976(+89)

“Reference 82.
PReference 90.
‘Reference 91.

well as intensities of both linear and cyclic water clusters. To
this date, the only data we can refer concern the fundamental
modes.

For the monomer water molecule, we have all the nec-
essary experimental references, i.e., observed frequencies
and the extrapolated harmonic frequency93 values. In addi-
tion, very precise calculations exist for this system.90’9l’94 We
have used the calculation results by Bowman ef al. at
CCSD(T)/avxz (x=t or q) levels as references for both the
monomer and the cyclic aggregates, which corresponds to
the best possible theoretical levels and uses PES and dipole
moment surface (DMS) force fields, adopted also in this
work. However, to our knowledge, no calculated values are
available for linear clusters as references.

In Fig. 2 we observe that the values obtained at BILYP/
(aug)-cc-pVTZ, the method and level of theory we have pos-
tulated to best fit the studied systems, are indeed in very
good agreement with experimental values and all on the
same orders of magnitude as the reference values. The choice
of both nonaugmented basis set and DFT approach remains,
however, debatable. First, the inclusion of diffuse functions
in the atomic basis set is mainly useful with the use of stron-
ger correlated ab initio methods. DFT methods are known to
be less sensitive to the basis set completeness. Our calcula-
tions reported in Tables II and III and in Figs. 2 and 3 illus-

trate these remarks. Second, the choice of DFT approach was
mainly influenced by the ability to treat uniformly at the
same level of theory the thousands of energy information
necessary to determine both PES and DMS for the five sys-
tems studied in this work. Several other DFT methods have
been tested, among which the very commonly adopted hy-
brid method of B3LYP. Note that the performance of the
DFT functional CAM-B3LYP in the electronic structure part
of the calculations has been also studied by comparison with
results obtained using CCSD(T) calculations. No significant
differences are noted between the results obtained with the
two B3LYP approaches on the intermolecular vibrational
modes description (to some extent for the v, o description).
We can clearly see in Figs. 2 and 3 that the results obtained
by using the B3LYP family methods differ strongly from all
the best calculated values and appear to be strongly basis-set
dependent. These approaches do not, in any case, allow to
equal the data quality at BILYP/(aug)-cc-pVXZ (X=T or Q)
level. The same conclusion can be drawn for the MP2 ap-
proaches.

Figure 3 presents the results obtained for the water dimer
cluster. The reference values considered for this system are
those obtained by Bowman and co-workers at CCSD(T)/
avxz (x=t or q) levels.” From the analysis of these results
we have drawn the same overall conclusions as for the

TABLE III. Calculated harmonic frequencies of the cyclic tetramer (H,0),. The values between brackets relate
to the difference between the CCSD(T)/avdz Bowman’s reference values (Ref. 82) and other levels of theories.

Mode BI1LYP/cc-pVTZ  BILYP/aug-cc-pVTZ  MP2/cc-pVDZ  CCSD(T)/avd®  PES(1,2,3)"
2 1668(+15) 1649(—4) 1637(—16) 1653 1672(+19)
123 1677(+11) 1663(—3) 1653(—13) 1666 1677(+11)
3 1677(+11) 1663(—3) 1653(—13) 1666 1677(+11)
v, 1702(+9) 1691(—2) 1683(—10) 1693 1696(+3)

Vs 3363(+17) 3387(+41) 3391(—55) 3446 3558(+12)
Vg 3468(—58) 3478(—49) 3484(—42) 3526 3593(+68)
12 3468(—59) 3478(—49) 3484(—43) 3527 3593(+66)
Vg 3510(—49) 3515(—44) 3522(—37) 3559 3608(+49)
Vo 3882(+21) 3882(+21) 3886(+25) 3861 3876(+15)
Vi 3883(+22) 3882(+21) 3887(+25) 3861 3889(+28)
. 3883(+22) 3882(+21) 3887(+26) 3861 3889(+28)
Vi 3884(+22) 3883(+23) 3887(+26) 3861 3889(+28)

“Reference 90.
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~O-B1LYP/6-31+G™
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~O~B1LYP/cc-pVTZ
=O—-MP2/6-31+G™

~O-B1LYP/cc-pVQZ
MP2/cc-pVTZ

B1LYP/aug-ccPVTZ
=O=CCSD(T)/aug-cc-pVTZ

B3LYP/6-31+G**

FIG. 2. Calculated harmonic frequencies of the water H,O monomer. The color lines relate to the difference between the experimental and the calculated

harmonic frequencies (Ref. 92) at different levels of theory.

monomer, i.e., the calculation at BILYP/cc-pVTZ levels best
fits for the study of the vibrational system. Be aware that,
however, there is a significant deviation in the stretching fre-
quencies v, oy As the hydrogen bonding exists between a
donor and acceptor molecule in the dimer, the OH stretching
frequency must be consequently altered. We can of course
attribute this numerical gap to the use of a DFT approach for
which the treatment of long range interactions is a priori less
accurate than the strongly correlated CCSD(T) method. Nev-
ertheless, this remains a hypothesis without any comprehen-
sive experimental data for this system as well as any aggre-
gate of larger size (see Tables II and III). To remedy this
defect, we used the mixed CC//DFT type of approach:67 the
harmonic part was all estimated at the most correlated level
of theory in order to improve the description of intermolecu-
lar interaction and in order to include the quadratic terms in
the force fields (and thus structural) calculated at the DFT
levels.

Concerning the study of larger aggregates, there exists
very few theoretical data references, other than those at
CCSD(T)/avtz levels for the trimer.”’ Recently, Bowman and
co-workers developed a refined force field (denoted
“HBB2”) for the study of cyclic clusters with n=3, 4, and 6.
Moreover, they also developed a full-dimensional, ab initio
PES-like a sum of one-, two-, and three-body terms [noted

Av
100

PES(1,2,3)] at the MP2/avtz level of theory in order to take
into account all the strongest interactions between water sys-
tems. From the data presented in Tables II and III on the
cyclic trimer and tetramer, we see again the applicability of
the DFT approach for harmonic variational predictions in the
floppy systems. The direct analysis of experimental data also
shows that the accurate description of the bending modes and
the asymmetric stretching modes is accessible by our ap-
proach. Subtle differences still remain regarding the descrip-
tion of the OH symmetric stretching modes (in particular,
modes 4, 5, and 6 of the trimer) regardless of the theoretical
method applied by the various authors to study the system.
These discrepancies should not, however, prevent us from
achieving the complete spectral analysis (the overtones, fun-
damentals, and harmonics bands) especially since uncertain-
ties are also present in the assignment of the experimental
spectra for the trimer.®*>% In  conclusion, harmonic
BILYP/(aug)-cc-pVTZ approach appears as the most suit-
able method for the present study.

2. Anharmonic data

In this approach the force fields are determined at
(CC/)-BILYP/cc-pVXZ level, and the vibrational
Schrodinger equation is variationally solved by using the two

v v2 v3 v4 v5 v6
~0-B1LYP/6-31+G™ ~C-B1LYP/cc-pVTZ ~0-B1LYP/cc-pVQZ B1LYP/aug-ccPVTZ B3LYP/6-31+G™
=0=B3LYP/cc-pVTZ =O=MP2/6-31+G™ MP2/cc-pVTZ =0=CCSD(T)/aug-cc-pVTZ ~C~HBB2

FIG. 3. (3n-6)-k calculated harmonic frequencies of the water (H,0),-, dimer (k torsional modes). The color lines relate to the difference between the
CCSD(t)/avtz harmonic frequencies (Ref. 62) (black circle) and other levels of theories.
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electrical and mechanical anharmonic hypotheses for the
study of all the intramolecular vibrational modes, i.e., even
those associated with the anharmonic OH vibrators and their
combined modes. This method should be a good compromise
between the known approaches to this date such as those
using the highest feasible level of ab initio electronic meth-
ods or using more or less sophisticated empirical or semi-
empirical many-body potentials. Intensities are finally calcu-
lated to both achieve the precise assignment of the spectra
and to remove many ambiguities.

The results obtained in this work on combinations, over-
tones, and fundamental and listed in Tables IV-VI allow here
several new insights as well as findings concerning the vi-
brational study of water cluster systems and in particular for
the study of water under supercritical conditions (Table VI).
Corrections due to mechanic anharmonicity are strong, as
expected, because the aggregates are composed of light at-
oms. Modes are all strongly coupled. Moreover, without the
information on the intensities, interpretations in this case are
virtually impossible. Beyond the well-addressed electric an-
harmonic intensity values, their estimates regarding the NIR
spectrum are indispensable.

Whatever the conditions under which these aggregates
exist, supercritical or gaseous, all the fundamental vibra-
tional bands associated with stretching and bending are ac-
tive. However, among the overtones, only the spectral re-
gions centered on the (v,+wv;) and (v;+v;) monomer’s
combination modes are significantly active in the NIR
(Table VI).

Despite the nature as well as the number of interactions
between the monomers constituting the different aggregates,
with each case being different, all the intramolecular vibra-
tion frequencies are greatly disturbed, the degree of which
depends on whether the aggregate is cyclic or linear, and also
on the size, even though this effect is much less pronounced
than the form of the aggregate. The combination of these two
effects makes the interpretation of the spectra less straight-
forward, mainly due to the widening and overlapping of the
bands.

Finally, the key assignments resulted from this work are,
in most cases, consistent with the experimental data mainly
obtained for the gas phase. Nevertheless, some assignments
still remain unclear or debatable, which implies the need to,
first of all, clearly define the limits of the mathematical
model used to solve the vibrational problem. Overall, the
models used in this work are suitable for such a study al-
though it should be pointed out that the model likely reaches
its limits for these last systems, namely, the floppy systems,
in terms of the size as well as the nature of the system.

The variational P_VMWCI, results in Table V show
that for certain modes there are unusual disagreements with
those obtained by using a perturbational VPT2 approach
(Table IV and Ref. 88). In general, when the quartic force
field is the same in both approaches and when there is no
overly strong resonances, the average difference found be-
tween the variational and the perturbational methods is
around 5 or 10 cm™' at most. But in our case, several
stretching modes as well as angular bending modes seem to
have abnormally disappeared. In addition, the largest differ-

J. Chem. Phys. 133, 034102 (2010)

ences between experiment and theory were observed when
variational treatment was applied. These findings led us to
analyze the potential pitfalls of this approach in the study of
floppy systems. To do this, we have mainly sought to enrich
the description of successive vibrational subspaces by intro-
ducing up to 30000 configurations (in combinations of
known eigenfunctions of the Hamiltonian of order zero) in
the interaction configuration matrix for the study of each
mode. The stability of the results associated with the result-
ing diagonalization shows a rapid convergence which we in-
evitably attribute to the fact that the spaces of the configura-
tions used are a priori chosen correctly. Besides, these
unusual differences have been systematically observed by all
the other authors in previous studies on (H,0), (n=1, 2, and
3) systems. Indeed, if one brings together the main results
obtained by Gerber et al.,91 Bowman et al.,63 and Chris-
tiansen et al.,'"” where a disjoint variational algorithm is ap-
plied with the heterogeneous quality force fields, we notice
(Table V) that all data differ among themselves as well as
from the experimental assigned values even for the most in-
tense modes. If the applicability of the variational method is
not challenged in solving the vibrational Schrodinger equa-
tion, it is suggested that the analytical expression of the quar-
tic force field is not sufficiently accurate for the global study
of these flexible systems. In particular, the study of the free
modes located at low wavenumbers requires, by all means,
the development of appropriate adjustments. A calculation on
the water monomer, using a (11X 11X 11) grid method
(DVR) and performed under the same conditions at the
BILYP/(aug)-cc-pVTZ levels, confirms the lack of accuracy
of the potential function, since the frequencies are in excel-
lent agreement with the experimental data well known for
the monomer (Table V). In addition, we can see from the
results reported by Bowman et al. that neither the quality of
both the ab initio [CCSD(T)] methods and the basis set (aug-
cc-pVTZ) used to calculate all the points to be adjusted on
the PES, nor the exploitation of the water at high frequencies
near dissociation points (20 000 points have been calculated
for simple dimer water molecules), would allow to correct
the defects of the quartic model. In order to overcome these
limitations we have decided to completely adjust the quartic
function through decoupling all the free modes in the force
fields. Indeed, as reported by Wang et al.® the different
energies of all minima affect the H-bond rearrangements and
isomerization of the cluster and are not necessarily of impor-
tance to the “low resolution” monomer vibrations. So, the
approach used in this work is based on a semirigid molecule
method using only limited part of the potential. The good
agreement between the calculated and the experimental fre-
quencies indicates that the monomer vibrational modes are
not strongly influenced by the torsional modes, which further
supports the approach taken here. Unfortunately with the un-
availability of any accurate experimental intensity informa-
tion on water clusters, it is more difficult to judge the validity
of the model. Nevertheless, tests made on the dimer system
of water have not shown any significant influence of the
torsional modes on both PES and DMS.

Data needed for both analysis and characterization of
water clusters in the NIR under whatever circumstances are

Downloaded 16 Jul 2010 to 194.167.156.15. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



034102-10  Bégué et al. J. Chem. Phys. 133, 034102 (2010)

TABLE IV. VPT2 perturbational anharmonic frequencies (cm™"'), harmonic intensities (I,,), and anharmonic intensities (I,) of the monomer, dimer, both cyclic
and linear trimer, and cyclic and linear tetramer using the BILYP/cc-pVTZ level of theory. These values are compared to the VPT2 reference values obtained
by Dunn er al. (Ref. 88). Absolute intensities: HCAO local model CCSD(T)/aug-ccpVTZ.

Theor. Expt.
v I 1, v I
odae CSCI‘lpthn cm- mo. mo. cm- mo
Mod: Descripti (em™) (K m/mol) (K m/mol) (em™) (K m/mol)
(»2) a Hzo a b b
oy, 1596 1642 71 65 69 1595 54-72
o 3648 3660 4 32 3651 2-3
Voo 3734 3759 42 39 42° 3756 42-45
- i ) (H,0), ) | c
e a,, (1 +1) 1598 1590° 1642° 84 72 75" 1600° 1601° 1593
e , (I+L) 1619 1600° 1662' 49 41 43° 1620 1619° 161" _
v o " v, '(1+2L) 3581 3597° 3565" 280 290 304* 35308 3550° 3574 135" 133"
SOH‘““ ) vy (L +15) 3657 3671¢ 3655° 11 8 10 36019 3600¢ 3627° 3633 4"
wor v, (21-L) 3718 3769° 3752° 66 39 69° 3735 3730¢ 3699° 3708 32!
VMYO (acove) vy (i=1) 3741 3776° 3729° 70 62 80° 3745" 3715 75'
Cyclic (H,0)5
7. (d—us) 1618 1595' 46 40 1602™
o, u,—(d+uy) 1645 1595' 91 80 1609¢ 1620™
o, d—u—u> 1632 1593' 32 31 1638¢ 1632™
vy opp ) dp+uy +iiyy 3409 3442 5 4 3340" 3525™ 3518°
Vs o) 2d; 2y~ iy 3465 3489' 556 537 3533/ 3366" 3340"
VMYOHE"")“““ 7o) dy+2u,  ~ 2y, 3471 35001 529 507 3400° 3356 3530°
Vaso Quy p—di—ity; 3707 3726 81 59 _
y oniree, ) (d=5 )~ (dy~ ity 1) 3708 3730 63 46 3726+ 3717°
Y ons) 3709 3732 48 31 3703™ 3707™ 3695™
as,OH
Cyclic (H,0),
o u —uy+d,—d, 1654 1657 101 87
o) Uy —ur+2(d,—dy) 1654 1657" 61 53
o) 2(uy—uy) +(dy —dy) 1654 1657: 61 53
o i i 1/ S
o8 (0 B A 3323 3496' 1384 704
1,L— 421
My iy 3323 3496° 1384 704
oat”"; g +iy —dy —dy 3354 3521' 29 24 3405,3416°
OH(,,
s O Uy iy —dy —ds 3703 3699 87 74
VHS’OHEZIO; dy—dy, 3707 3700° 69 61 3714,3717°
Vagom ) Uy =ity 3707 3700° 69 61
Vason 2 Uy +iy +dy +dy 3704 3701 0 0
Theor.
Mode Description v (cm™) I;, (K m/mol) 1, (K m/mol)
Linear (H,0)5
(bound.1) (by—by) 1553 97 86
ax,OI{‘) d, )
oo (by+by) 1553 71 63
O'H“(z“"d:ﬂ) P 1578 28 25
ound, v,

7, 0H oo ) Pty 3597 70 67
Vas Oy Pty (big o b231+12)) 3656 532 503
Gt é (141 D20, ) 3694 10 8
as (: ) PiL,-L,) (b|(1,+1, 21,+1) 3685 32 9
son él I 12 Vb b2y ]3 3758 0 0
Voson (Brit-+ D21 —1y) 3758 159 134

Linear (H,0),4
o) 1600 83.0 69.1
oo o) 1654 66.0 51.0
o) 1655 58.5 44.8
(bound, v4)
Oon 1660 34.1 25.4
Vo s p 3250 895.3 745.0
Vs on o) p 3455 310.9 285.0
O,ﬂf‘b"““d{ < p 3530 346.6 319.1
v, g uy +d 3532 14.4 75
S5 #ee, Vg 1L 2l
e P Lé i +b23]+12>) 3730 825 530
Bt e i o
Vas,OH(V ) I] 12 B .
Vson 2 p<Ll_L2 3739 79.9 64.6
“Reference 48. JReference 95.
PReference 15. KReference 100.
“Reference 91: VPT2 MP2(full)/aug-ccpVQZ. 'Reference 91: VPT2 MP2(full)/aug-ccpVTZ.
dReference 92. "Reference 101: Solid Ar.
“Reference 97: N, matrix. "Reference 102: Gas phase.
"Reference 98: Ar matrix represents the experimental values. “Reference 88.
£Reference 83. PReference 79.
?Reference 13. 9References 95, 103, and 104.
'Reference 99: Ne matrix isolation experiment. ‘Reference 88: VPT2 scaled HF/6-31G*.
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TABLE V. Variational anharmonic frequencies (cm™') and anharmonic intensities (values between brackets—Km/mol) of monomer, dimer, both cyclic and
linear trimer, and both cyclic and linear tetramer using the BILYP/cc-pVTZ level of theory. These values are compared to the VCI and cc-VSCF reference
values obtained. Values in bracket represent anharmonic intensities (km/mol).

H,O
cc-VSCF VCIP P_VMWCI, DVR(11X11X11)
Expt. MP2/VTZ* CCSD(T)/avtz’ CCSD(T)/avtz BILYP/cc-pVTZ BILYP/cc-pVTZ
123 1595 (53.6-71.9) 1543 1585 1576 (71.6) 1586 (65.0) 1582
v 3657 (2.24-2.98) 3696 3627 3696 (1.90) 3687 (3.1) 3654
V3 3756 (41.7-44.6) 3768 3703 3779 (47.9) 3780 (39.0) 3729
2, 7202 (0.32) 7174 7360 (0.465) 7345 (0.51) 7198
vi+13 7250 (4.85) 7159 7431 (3.19) 7426 (3.75) 7230
(H,0),
cc-VSCF
Expt. MP2/VTZ* CCSD(T)/avtz! VCI° CCSD(T)/avtz  P_VMWCI, BILYP/cc-pVTZ
vy 1600 1564 1567 1590 1578 (72.0)
2 1620 1605 1603 1616 1602 (41.1)
2 3530-3601 3565 3499 3590 3581 (290.3)
vy 3600 3647 3560 3625 3692 (9.6)
Vs 3730-3735 3745 3665 3698 3752 (39.1)
Vg 3745 3724 3608 3718 3781 (62.2)
(H,0);
Cyclic Linear
Expt. cc-VSCF° MP2/TZP  VCI° CCSD(T)/avtz  P_VMWCI, BILYP/cc-pVTZ P_VMWCI, BILYP/cc-pVTZ
vy 1602 1592 1646 1586 (40.1) 1582 (86)
2 1609-1620 1595 1659 1594 (79.8) 1582 (63)
V3 1632-1638 1623 1674 1610 (30.8) 1612 (25)
A 3340-3525 3283 3463 3353 (4.0) 3574 (67)
Vs 3340-3533 3457 3533 3443 (537.2) 3639 (503)
Vg 3356-3400 3429 3544 3453 (507.1) 3644 (8)
1z 3738 3750 3746 (59.1) 3647 (9)
Vg 3726 3723 3754 3749 (45.9) 3729 (0)
Vg 3695-3703 3725 3765 3750 (31.0) 3729 (134)
(H,0),
Cyclic Linear
Expt. P_VMWCI, BILYP/cc-pVTZ P_VMWCI, BILYP/cc-pVTZ
2 1599 (87) 1600 (69)
v, 1647 (53) 1637 (51)
V3 1647 (53) 1622 (45)
vy 1644 (0) 1633 (25)
Vs 3261 (0) 3229 (745)
Vg 3371 (704) 3441 (285)
Iz 3371 (704) 3522 (319)
Vg 3416, 3405 3400 (24) 3524 (7)
I 3689 (74) 3709 (53)
Vig 3714, 3717 3690 (61) 3704 (47)
120 3690 (61) 3704 (37)
2% 3691 (0) 3736 (65)

“Christiansen et al., Ref. 105.
°Gill et al., Ref. 106.
‘Gerber et al., Ref. 91.

finally reported in Table VI. These data are those needed to
study mixtures in supercritical conditions where we sus-
pected the existence of smaller assemblies (see our next de-
velopments reported in the paper, Ref. 108). Again, data are
compared to experimental information’s. Additional new

“Kjaergaard et al., Ref. 48.
‘Bowman et al., Ref. 63.

data complete this study in the two 5000-5400 and
7100—7400 cm™' spectral regions. Finally, variational and
DVR anharmonic energies (Table V) and intensities (Table
VI) are needed in order to accurately take into account all the
numerous resonances.
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TABLE VI. Variational anharmonic overtone and combination frequencies (cm™') and intensities (km/mol) of monomer, dimer, and linear trimer systems
using the BILYP/cc-pVTZ level of theory. Mode descriptions refer to footnotes a—e and g—n.

(H0)
Mode Expt. Refs. Theor. Refs. P_VMWCI, BILYP/cc-pVTZ
v+, 5235 (0.223)* (0.23)° 5214 (0.205)° 5226 (O.ll)d 5308 (0.09)° 5230 (0.13) 5223':
+1s 5331 (4.50)* (5.01)° 5303 (4.14)° 5282 (3.84)* 5401 (5.01)° 5321 (4.14) 5270°
2v 7202 (0.32)* (0.49)b 7230 (0.383)° 7360 (0.465)0l 7213 (0.37)° 7345 (0.51) 7198"
v+ 7250 (4.85)* (3.25)b 7307 (2.45)° 7432 (3.19)d 7260 (3.09)° 7426 (3.75) 7230"
(H,0),
I 5190¢ 5235 (3.84)° 5193 (1.76)
U+ Vs 5333¢ 5392 (4.58)° 5294 (2.95)
Vi+ Vg 53282 5393 (5.12)° 5353 (4.25)
2v; 70182 72378 6978 (0.06)° 7041-7233 (3.05)
2v, 7207% 7250 (3.04)° 7239 (4.85)
vyt " 72458 7204 (0.64)° 7287 (1.82)
Linear (H,0)5

vty 5150 (0.17)
vty 5307 (0.53)
2p, 7161 (1.73)
vyt vs 7205 (3.61)
Vet vy ! 7221 (0.70)
I 7236 (3.70)
vyt " 7283 (2.93)
2us 7287 (0.73)

“Experimental values: Ref. 107.

"From the HITRAN 2006 database.
“Variational MULTIMODE: Ref. 15.
Variational VCI-CCSD(T)/avtz: Ref. 105.

“Reference 48: HCAO local model CCSD(T)/aug-ccpVTZ. Because of relative intensities, for each system the intensity values are scaled to the highest ones

obtained in the present work (see Table IV for fundamental references).
'DVR (BILYP/cc-pVTZ) calculations.

€Ne-matrix isolation experiments, Ref. 99.

"Mixed at 16% with 2v,+ v,

‘Mixed at 9% with v,+v,.

Mixed at 36% with v,+ vy

*Mixed at 9% with 3v, and 16% with v,.

"Mixed at 16% with vg+v; and 16% with vs+ ;.

"Mixed at 18% with v;+vg and 10% with vs+ vy,

"Mixed at 12% with v,+vs.
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